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a  b  s  t  r  a  c  t

The  separation  efficiency  in  Centrifugal  Partition  Chromatography  (CPC)  depends  on  selection  of  a  suit-
able biphasic  solvent  system  (distribution  ratio,  selectivity  factor,  sample  solubility)  and  is  influenced
by  hydrodynamics  in  the  chambers.  Especially  the  stationary  phase  retention,  the  interfacial  area  for
mass  transfer  and  the  flow  pattern  (backmixing)  are  important  parameters.  Their  relationship  with
physical  properties,  operating  parameters  and  chamber  geometry  is  not  completely  understood  and
predictions  are  hardly  possible.  Experimental  flow  visualization  is  expensive  and  two-dimensional  only.
Therefore we  simulated  the  flow  pattern  using  a  volume-of-fluid  (VOF)  method,  which  was  implemented
in  OpenFOAM®.  For  the  three-dimensional  simulation  of  a  rotating  FCPC®-chamber,  gravitational  cen-
trifugal  and  Coriolis  forces  were  added  to  the  conservation  equation.  For  experimental  validation  the  flow
pattern  of  different  solvent  systems  was  visualized  with  an  optical  measurement  system.  The  amount  of
mobile phase  in  a chamber  was  calculated  from  gray  scale  values  of videos  recorded  by  an  image  pro-
cessing  routine  in  ImageJ®. To  visualize  the  flow  of  the  stationary  phase  polyethylene  particles  were  used
to perform  a  qualitative  particle  image  velocimetry  (PIV)  analysis.  We  found  a good  agreement  between
flow  patterns  and  velocity  profiles  of  experiments  and  simulations.  By using  the model  we found  that

increasing  the  chamber  depth  leads  to higher  specific  interfacial  area.  Additionally  a circular  flow  in  the
stationary  phase  was  identified  that  lowers  the  interfacial  area  because  it pushes  the  jet  of  mobile  phase
to the  chamber  wall.  The  Coriolis  force  alone  gives  the impulse  for  this  behavior.  As  a  result  the  model
is  easier  to handle  than  experiments  and  allows  3D  prediction  of  hydrodynamics  in  the  chamber.  Addi-
tionally  it  can  be used  for  optimizing  geometry  and operating  parameters  for  given  physical  properties
of  solvent  systems.
. Introduction

Centrifugal Partition Chromatography (CPC) is widely used for
he (semi-)preparative separation of natural products. The sepa-
ation is based on the partition between the phases of a biphasic
iquid system. The unique feature of CPC is the lack of any kind of
olid support because mobile and stationary phases are liquids. The
etention of the stationary phase results from applying a centrifugal
orce field and its liquid character allows changing mobile and sta-
ionary phase during a separation by switching the flow direction.
he liquid nature of the stationary phase leads to many different

odes of operation besides the classical elution in ascending or

escending mode [1,2].

Abbreviations: CFD, computational fluid dynamics; FCPC® , Fast Centrifugal Par-
ition Chromatograph; LED, light emitting diode; PIV, particle image velocimetry;
OF, volume-of-fluid.
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However, as well as the selection of a suitable solvent system
with a sufficient distribution ratio of the target compound(s), the
separation efficiency is strongly affected by the hydrodynamics in
the chambers that are connected by ducts. Up to now the depen-
dency of the hydrodynamics on operating parameters (e.g. volume
flow, rotational speed) and physical properties (e.g. densities, inter-
facial tension) is not completely understood.

Flow visualization, first accomplished by van Buel et al. [3],
enhanced the knowledge of flow behavior in CPC cells. The first
visualization of the Coriolis effect in CPC cells by Marchal et al.
[4,5] improved the understanding of flow pattern and its influence
on resolution. His work also had significant impact on the cham-
ber geometry development of CPC cells. Additionally he proved
that greater rotational speeds enhanced resolution due to smaller
droplets and increased mass transfer between the phases. Higher
volume flows in certain ranges also enhanced the resolution. In a
recent paper [6] we showed that important hydrodynamic param-
eters such as interfacial area for mass transfer, stationary phase

retention and the distribution of the mobile phase were strongly
dependent on operating parameters and physical properties of the
solvent system. But all experiments on the hydrodynamics were
performed in different CPC devices, for different phase systems and

dx.doi.org/10.1016/j.chroma.2011.01.063
http://www.sciencedirect.com/science/journal/00219673
http://www.elsevier.com/locate/chroma
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hus are hardly comparable or transferable. So there is still a lack of
nowledge and the selection of suitable operating parameters for
ifferent phase systems and chamber geometries is mostly driven
y the experience of the chromatographer or trial and error.

The prediction of flow patterns by computational fluid dynamics
CFD) therefore has an important role in the design and operation
f CPC instrumentation. Up to now no CFD calculation of biphasic
ow patterns in CPC chambers is known to the authors. The only
FD calculations in that area were performed with a 2D homoge-
ous two fluid model for a Counter Current Chromatography (CCC)
evice [7].  Instead of chambers and ducts that rotate around a single
xis a CCC device consists of coiled tubing that undergoes planetary
otion [8].
In our study a 3D volume-of-fluid (VOF) method was chosen for

he calculation of the two-phase flow pattern in a CPC chamber.
he only input parameters of this method are physical properties
f the solvent system and operating parameters. No empirical cor-
elation functions have to be used in the model. For its validation
e compared simulated and experimental flow patterns and inter-

acial area. Additionally we performed a qualitative particle image
elocimetry (PIV) analysis for the experimental proof of the circular
ow of the stationary phase predicted by the CFD model.

. Experimental and image processing

The optical measurement system enables images of the flow
attern in a CPC chamber to be taken. A red flash LED was  used
or transmitted light illumination. Additionally a selective solu-
le dye methylene blue (soluble in the lower mobile phase) with

 high extinction for the illumination wavelength was dissolved
n the phase system to enhance the contrast between the phases.
rom the two-dimensional images the mobile phase thickness
nd the interfacial area between the phases were calculated. The
et-up of the transparent rotor, video instrumentation, experimen-
al and the complete calculation procedure, for the flow videos
n hydrodynamic equilibrium, was described elsewhere [6].  The
ydrodynamic equilibrium, when only mobile phase leaves the
otor, was reached after pumping the mobile phase for 2–10 min.
or validation of the CFD model additionally a qualitative particle
mage velocimetry (PIV) analysis was performed and inflow videos

ere taken. As a result the set-up of the optical measurement
ystem, the experimental procedures and the image processing
outines had to be adjusted.

.1. PIV analysis

Particle image velocimetry (PIV) analysis is an experimental
ethod to measure velocities and flow directions in fluids. Marker

articles are inserted into the fluid and two images are taken within
 small period of time �t.  The marker particle should be able to fol-
ow the fluid flow without disturbing it. Thus the particles should
e very small, spherical, of equal size and the density should be
lose to that of the surrounding fluid. Additionally only one layer,
erpendicular to the main flow direction, should be illuminated or
ocused. The direction and velocity of a marker particle is after-
ards calculated by its positions in the first and second image and

he period �t  between taking the images [9].
For the PIV analysis a high speed camera (High Speed Star 3, La

ision) and a self-made rotor plate was used. For a resolution of
50 × 527 pixels the camera allowed to take up to 1500 images
er second. For manufacturing the so-called PIV rotor we mea-

ured the chamber geometry of an original FCPC® rotor plate with

 microscope. The rotor was afterwards manufactured by laser cut-
ing (Wiegand GmbH) and had six sections with four chambers
onnected in series as shown in Fig. 1. The PIV-rotor was assem-
Fig. 1. Section of PIV-rotor with reference holes with a chamber depth of 2.5 mm
and a duct width of 0.28 mm (other dimensions similar to regular FCPC® chamber).

bled analogous to the transparent rotor in [6].  Using four chambers
connected in series only made it much easier to insert the particles
into the visualized chambers. The rotor depth was  2 mm (instead
of 2.5 mm for the original FCPC®) and it was  equipped with drilled
reference holes (see Fig. 1) that were used for adjusting the image
positions due to the rotation.

The marker particles were ultra high molecular weight
polyethylene particles (GUR® UHMWPE, Ticona). Their size varied
between 63 and 125 �m and their shape was irregular. The parti-
cle density was  about 930 kg/m3 and was thus between upper and
lower phase of the ethyl acetate/water system (�up = 892.8 kg/m3,
�lo = 996.3 kg/m3). As the experimental set-up does not allow illu-
minating or focusing only one layer of the chamber the results of
the PIV analysis have to be regarded as qualitatively.

In order to distinguish between mobile and stationary phase
the mobile phase was  dyed with a small amount of methylene
blue (10 mg  per liter of mobile phase). The extinction of the solid
marker particles was much higher. As the particles stuck together
in the mobile phase, these had to be inserted into the chamber
with the stationary phase. Therefore a small amount of particles
was  added to 10 ml  of stationary phase and put into a 10 ml  sample
loop. After filling the rotor with stationary phase the content of the
sample loop was  pumped at a high volume flow (30 ml/min) and a
low rotational speed (500 rev/min) into the rotor. This was  done in
ascending mode to keep as many particles in the chambers as pos-
sible. Then the inlet tubing of the rotor was unscrewed and dyed
mobile phase without particles was  pumped until all the stationary
phase left the tubing. The inlet tubing was screwed into the rotor
again and the rotation was  set to the desired speed. Then mobile
phase was pumped into the rotor at a particular volume flow. The
image grabbing (7000 images) was  started directly after activating
the pump.

Only serial image pairs that showed both reference holes were
used for the analysis and all other images were dismissed. The sec-
ond image of these image pairs was  rotated and moved so that the
reference holes in both images were at the same position. The anal-
ysis by cross correlation techniques to evaluate the particle velocity
gave no reasonable results because the particles could hardly be
identified by the software in both images. The reason was the vary-
ing flow direction of the particles and their different velocities
because of size and unknown distance to the wall in z-direction.
Additionally the large rotation of the second image made an inter-
polation necessary that blurred the particle shape. As a result the
particles that were the same in both images had to be identified
manually. The position of each clearly identified particle was then
measured manually in ImageJ® by tagging the x and y coordinates
of a specific edge of a particle in both images. With the period
�t = 0.667 ms between taking the images the absolute velocity and

flow direction of a particle were calculated.

The density difference between particles and fluids causes dif-
ferent velocities. For the assumption of ideal spherical particles the
relative velocity vrel between a particle with the diameter dp and
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he stationary phase can be derived from the balance of particle
eight, buoyancy and friction [10]:

rel =
√

4 · �a · dp · (�p − �s)

3 · �s · (24/Re + 4/
√

Re + 0.4)
(1)

here Re = vrel · dp · �s/�s is the Reynolds number, �s is the vis-
osity of the stationary phase and � is the density. For the ethyl
cetate/water solvent system (properties see Table 3 in Section 4.3),

 mean particle diameter of 94 �m and a centrifugal acceleration
� of 2257 m/s2 (1400 rev/min for a rotational radius of 0.105 m)
he relative velocity is 0.056 m/s. The relative velocity varies in
he range of 0.021–0.109 m/s  for rotational speeds between 1000
nd 1800 rev/min and (spherical) particle diameters between 63
nd 125 �m.  Coriolis acceleration and the irregular shape were
eglected for this calculation. As the mean and maximal veloci-
ies of particles were measured in the range of 0.1 and 0.2 m/s  and
.3–0.8 m/s  respectively the relative velocities have to be consid-
red for the interpretation.

.2. Filling process of the chambers

The PIV-rotor was also used for taking the so-called inflow video
o visualize the filling process in a chamber. Therefore the rotor was
lled with stationary phase and a so-called blank video was taken
hich contains stationary phase only. Then the dyed mobile phase
as pumped into the rotor and the inflow video was recorded. The
ethylene blue concentration was 30 mg/l in the mobile phase.

he calculation of mobile phase thickness was done analogous to
he procedure given in [6].

.3. Chemicals

Ethyl acetate (99.9%) was purchased from Carl Roth GmbH + Co
G and the water used was demineralized. The water free polar dye
ethylene blue (dye content >82%) was from Merck KGaA and the

ieve fraction of marker particles was sent to us by Ticona.

. Numerical model

In our study we developed a 3D computational fluid dynamics
CFD) model for the biphasic flow in a FCPC® chamber. For solving
he conversion equations the “InterFOAM”-solver was  used that is
mplemented in OpenFOAM (Open Field Operation And Manipula-
ion) [11]. The solver is based on the volume-of-fluid (VOF) method
fter Hirt and Nichols [12] and the discretization is done by the
nite volume method.

The balance for an infinitesimal volume element for an incom-
ressible, Newtonian fluid with constant density � and viscosity �,
he unknown velocity components �U and the unknown pressure p
s functions of the coordinates x, y, z, and the time t is given by [13]

 ·
(

∂ �U
∂t

+ �U · ∇ �U
)

= −∇p + � · � �U  + � · �� (2)

�U = 0

here �� stands for the mass-specific force vector (dimensionally,
n acceleration) due to body forces like the gravitational force, � is
he Del operator and � is the Laplace operator. A numerical solution
s needed to solve this system of four differential equations. For the
imulation of the biphasic flow in a CPC chamber the position of

he interface of the fluids has to be known for the calculation of
he resulting properties and the surface force (see Section 3.1). The
dditional body forces have to be implemented (see Section 3.2),
he calculation domain has to be discretized locally and temporally
. A 1218 (2011) 6092– 6101

(see Section 3.3) and initial and boundary conditions have to be
defined (see Section 3.4).

3.1. VOF method

In the VOF method both fluids are combined to one surrogate
fluid. For the phase differentiation an indicator function ˛, defined
by the ratio of the volume of phase 1 in a grid cell and the grid
cell volume, is used. For pure phase 1 (the lower phase)  ̨ has the
value one and for phase 2 (the upper phase) the value is zero. As ˛
has to be a continuous function,  ̨ is between zero and one in the
interfacial area. For the time and space evolution of  ̨ an additional
transport equation is needed:

∂˛

∂t
+ ∇( �U · ˛) + ∇( �Ur ·  ̨ · (1 − ˛)) = 0 (3)

The equation describes the convective transport of  ̨ as a function
of the velocity �U. The additional term ∇( �Ur ·  ̨ · (1 − ˛)) is used for
an artificial compression of the interfacial area where  ̨ is between
zero and one. The velocity �Ur stands for appropriate velocity [14].
The gradient of  ̨ equals a surface vector normal to the surface
whose norm equals the interfacial area and is also used for calcu-
lation of the volumetric interfacial forces �fsf with the continuous
surface model (CSF) by Brackbill et al. [15]:

�fsf = � · � · ∇  ̨ (4)

where � is the interfacial tension, � is the curvature of the interfacial
area that is given by

� = ∇
( ∇˛

|∇˛|
)

(5)

where �  ̨ is the gradient of the indicator function. The den-
sity � and viscosity � are calculated by the mixing rules
� =  ̨ · �1 + (1 − ˛) · �2 and � =  ̨ · �1 + (1 − ˛) · �2.

3.2. Implementation of centrifugal, Coriolis and gravity forces

Besides the volumetric interfacial forces �fsf the mass-specific
forces due to centrifugal, Coriolis and gravitational acceleration had
to be included into the conservation equation. For a counterclock-
wise rotation of the chamber with the rotational speed f around the
z-axis, the angular speed is given by �ω = (0 0 ωz) with ωz = 2 · 
 · f.
The resulting mass-specific forces or accelerations respectively in
a fixed grid are given by

��ce/Co/gr =

⎛
⎜⎝

Rx,gc · ω2
z

Ry,gc · ω2
z

0

⎞
⎟⎠ +

⎛
⎜⎝

2 · (Uy,gc · ωz)

−2 · (Ux,gc · ωz)

0

⎞
⎟⎠ +

⎛
⎜⎝

0

0

−g

⎞
⎟⎠ (6)

where �Rgc = (Rx,gc Ry,gc 0) is the vector between rotation axis and
center of the grid cell and g is the gravitational acceleration. Besides
the continuity equation ∇ �U = 0 the resulting conversion equations
that have to be solved for the simulation of a biphasic flow are

� ·
(

∂ �U
∂t

+ �U ·  ∇ �U
)

= −∇p + � · � �U +  � · � · ∇  ̨ + � · �ce/Co/gr (7)

In the simulation the constant centrifugal acceleration was cal-
culated for each grid cell at the beginning of the calculation. The
velocity dependent Coriolis acceleration was calculated for each
time step from the velocities or the previous one.

3.3. Local and time discretization
For the finite volume method the spacial domain had to be dis-
cretized by using a numerical grid with a finite number of cells. As
we used two  different chamber geometries in the experiments we
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Table  1
Dimension of grids for the simulations used and corresponding chamber of experiments.

Unit Grid A Grid B

Distance of rotation axis and center of the chamber [mm]  105.15 105.5
Duct width (inlet and outlet) [mm] 0.35 0.28
Chamber depth [mm] 2.5 2.0
Chamber width (normal to long chamber edges) [mm]  4.34 4.34
Chamber length (distance of inlet and outlet) [mm] 10.8 10.8
Corresponding chamber geometry of experiments Chamber of regular FCPC® Chamber of PIV-rotor
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Table 2
Initial and boundary conditions for the simulations (velocity �U,  pressure p and indi-
cator function ˛).

Position �U p ˛

Inlet �Uin � � = 0 1
Outlet ∇ �U = 0 pout �  ̨ = 0
Side walls (0 0 0) � � = 0 �  ̨ = 0

T
P
r

ig. 2. Block structure with main blocks and naming of lateral faces (left) – block
tructure similar for all grids is used, simulation grid with 3568 cells in xy-plane
right).

ad to define two different grids. The parameters of those grids are
hown in Table 1. The resolution of grids in the simulations used is
iven in the caption of the corresponding figure.

The block structures of both grids were similar. The structured
rids of the simulation domain contained two main blocks. Inlet and
utlet main blocks were split into 16 and 14 blocks respectively. The
ain blocks were connected by transition cells (function in Open-

OAM) that allowed the connection of blocks although the number
f cells at their neighboring surface was unequal. The grid with the
owest resolution in the xy-plane and the blocking structure with
ll surfaces are shown in Fig. 2. Different grid resolutions for grid A
ere used for the estimation of the minimum local discretization

see Section 3.5).
The time discretization for all simulations was  done by adjusting

he time step size �t. For this purpose the Courant criterion with
he Courant number

o = | �U|  · �t

�Xgc
(8)

as used. In Eq. (8) �U is the total velocity and �Xgc is the dimension
f the grid cell in the main flow direction. The time step size was
djusted that in each grid cell the maximum Courant number Co
as below 0.5.

.4. Initial and boundary conditions
For solving the differential conservation equations of the VOF
ethod numerically initial and boundary conditions had to be

efined. For initialization the whole chamber was filled with the

able 3
hysical properties of original ethyl acetate/water solvent system (values from [6]) and
esulting changes).

Used abbreviation Unit EtAcWat Artificial 1 Artifi

Density difference � � kg/m3 103.5 10.35 103.5
Density �lo kg/m3 996.3 996.3 996.3
Interfacial tension � mN/m3 6.45 2.45 10.4
Dyn.  viscosity �up mPa  s 0.47 0.47 0.4
Dyn.  viscosity �lo mPa  s 1.07 1.07 1.0
Parameter �/�� s2/cm3 62.3 23.7 101.1
Front and back wall (0 0 0) � � = 0 0

Initial (whole volume) (0 0 0) 0 0

upper stationary phase (  ̨ = 0). Lower mobile phase (  ̨ = 1) entered
the chamber through the inlet with the velocity �Uin = V̇in/Ain that
was  given by the ratio of volume flow V̇in and cross sectional area
of the inlet Ain. For the metal surfaces (side walls) the contact angle
was  set to 90◦ ( ∇  ̨ = 0) and the angle of front and back wall was
180◦ (  ̨ = 0) because the hydrophobic FEP-foils were hardly wetted
by the lower water rich phase. For all walls the no slip condition
( �U = (0 0 0)) was applied. For a more stable simulation the pres-
sure level at the outlet was set to a constant value pout [16]. All
initial and boundary conditions are given in Table 2.

3.5. Estimation of local discretization

In order to reduce calculation time we simulated grid A (2.5 mm
depth) with a varying number of grid cells in xy-plane and z-
direction for a rotational speed of 1800 rev/min and a volume flow
15 ml/min. The physical properties of ethyl acetate/water solvent
system are given in Table 3 (see Section 4.3). For the comparison of
the different grid sizes the interfacial area IA was calculated directly
from the simulations by

IA =
Ngc∑
i=0

|∇˛i| · Vgc,i (9)

where Ngc is the total number of grid cells, ∇  ̨ the gradient of the
indicator function and Vgc,i is the volume of the grid cell i. The
time dependent trend of the interfacial area is shown in Fig. 3 for a
medium volume flow of 15 ml/min and a high rotational speed of
1800 rev/min. In the left diagram the grid with 16,099 cells in the
xy-plane and 30 cells in z-direction shows the highest interfacial
area for these operating conditions. For different volume flows and

rotational speeds usually the lowest grid counts showed the high-
est values for the interfacial area. The high dispersion due to the
high rotational speed caused some round-off errors of the indica-
tor function. Values below zero and above one are limited to the

 artificially created solvent systems, bold values are adapted (italics indicate the

cial 2 Artificial 3 Artificial 4 Artificial 5 Artificial 6

 51.75 155.75 103.5 103.5
 944.55 1048.55 996.3 996.3
25 6.45 6.45 6.45 6.45
7 0.47 0.47 0.47 0.47
7 1.07 1.07 0.47 4.70

 124.6 41.4 62.3 62.3
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ig. 3. Interfacial area IA for grid A with different numbers of cells in xy-plane an
ystem, descending mode); cells in xy-plane varied and constant in z-direction (left

hysical boundaries of zero and one. This caused mass discontinu-
ties and the decrease of the interfacial area for the grid with 12,456
ells in the xy-plane. This behavior was also seen for the grid with
9,506 cells. The problem in this grid was the comparably low res-
lution in the z-direction of 30 cells. The resulting hexahedron grid
ells were farther away from the geometry of a cube than the grid
ith 16,099 cells.

The right diagram of Fig. 3 shows the resulting interfacial area
or different cell counts in the z-direction and 16,099 cells in the
y-plane. The trend of the graphs is similar. The grid with only 20
ells in z-direction varies most from the other two. This grid had
he lowest resolution in z-direction and the cells that were most
ifferent to cubic cells. The other two grids showed only small dif-
erences and therefore the grid with lower resolution (16,099 × 30)
as selected to save computing time.

It has to be mentioned that the suitable grid size is strongly
ependent on operating parameters and phase properties because
he resulting dispersion and calculated droplet size are affected.
he flow pattern does not change much for the different grid sizes
nvestigated especially for low and medium rotational speeds and
olume flows. Therefore a medium sized grid with 12,456 cells in
y-plane and 20 cells in z-direction was also used for saving cal-
ulation time. That grid was found sufficient for a rotational speed
f 1000 rev/min and a volume flow of 9 ml/min. The calculation
f interfacial areas (see Section 4.3)  was performed with a higher
esolution grid (16,099 × 30).
. Results and discussion

The results section is divided into three parts. First the veloc-
ty profiles of the simulations are compared to the experimental

ig. 4. Simulated flow pattern with averaged velocity profiles of the EtAcWat system, rot
o  right); mobile phase thicknesses are averaged phase fractions in z-direction; grid B wit
rection, rotational speed is 1800 rev/min and volume flow is 15 ml/min (EtAcWat
 in z-direction varied and constant in xy-plane (right).

results of the PIV-analysis. In the second part experimental flow
patterns are compared to the simulation results in detail and
the influence of operating parameters on sheet deflection and
dispersion is shown. In the last part the model is used to calcu-
late the effect of chamber depth and different physical properties
on the resulting interfacial area between the phases. All experi-
ments were performed for the descending mode with lower phase
mobile.

4.1. Velocity profiles

In the simulations a circulation of the stationary phase was
observed. For easier comparison to the experimental results of the
PIV analysis the velocities of the simulations were averaged in z-
direction for each pixel in the xy-plane. For the averaging only
velocity components in the x- and y-direction were considered. The
resulting average velocities of the simulations are shown in Fig. 4.
The arrow size indicates the averaged velocity in the xy-plane. In
addition the mobile phase fractions of the simulation results were
averaged in z-direction to obtain a 2D distribution of the mobile
phase (mobile phase thickness). For all volume flows the circular
flow is observed.

For experimental validation a PIV-analysis was  performed in
order to visualize the flow of the stationary phase. The resulting
flow directions of the particles in the xy-plane are shown in Fig. 5
for the same operating parameters as in Fig. 4. The particle veloc-
ity, which is indicated by the arrow size, does not equal the real

phase velocities because of the density difference between fluid
and particle (see Eq. (1)). Additionally the position of a particle in
the z-direction was  not detectable. Therefore the results are only
compared qualitatively.

ational speed is 1400 rev/min and volume flows are 5, 10 and 20 ml/min (from left
h 12,456 cells in xy-plane and 20 cells in z-direction is used.
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ig. 5. Raw images of experiments with resulting velocity profiles of the PIV analy
nd  20 ml/min (from left to right); arrows show flow directions and arrow size in
elocities of the dyed mobile phase, PIV-rotor used.

However, a circulating flow of the stationary phase was  visu-
lized clearly for low volume flows. For low volume flows no
articles are detected at the upper part of the chamber. This prob-
bly results from the density difference of the particles and the
tationary phase (see Section 2.1). Therefore the circular flow is
bserved in the lower part of the chamber in contrast to the sim-
lation results. For a high volume flow of 20 ml/min a greater
mount of particles was located in the upper part of the cham-
er closer to the rotation axis for higher volume flows. This clearly

ndicates the existence of a strong stationary phase flow towards
he upper part of the chamber that was also seen in the simulation
esults.

The main differences for the different volume flows are the pro-
les in specific layers of the z-direction. The velocities for different

ayers in z-direction of grid cells in the xy-plane are shown in Fig. 6.
he absolute velocities in z-direction are given by the additional
cale. The velocities in the xy-plane for z = 0.5 mm and z = 1.5 mm are

ery similar for the low volume flow. For higher volume flows these
re totally different. At some chamber positions the flow is directed
ownwards in one layer in z-direction whereas it is directed in
he opposite direction in another layer. Besides higher velocities

ig. 6. Velocity profiles and absolute velocities in z-direction for specific z-coordinates
elocities in z-direction are given in the gray value scale; grid B with 12,456 cells in xy-pl
 the EtAcWat system, rotational speed is 1400 rev/min and volume flows are 5, 10
s velocity, slender arrows indicate the particle velocity, thick arrows indicate the

in z-direction also the total velocities increase for higher volume
flows. This results for low volume flows in small changes of the
flow patterns and velocity profiles with time. Higher volume flows
lead to unsteady flow patterns with increased dispersion and higher
velocities.

4.2. Comparison of experimental and simulated flow pattern

In order to validate the CFD model we compared experimen-
tal and simulation results. The 2D flow patterns (phase fractions
of simulations averaged in z-direction to obtain the mobile phase
thickness) of simulations and experiments with different operat-
ing parameters are shown in Fig. 7 for the EtAcWat system. The
flow patterns are in good agreement. Besides the similar predic-
tion of mobile phase sheet deflection due to the Coriolis force also
the degree of dispersion is comparable. The stronger dispersion in
the simulations for the rotational speed of 1800 rev/min is probably

the result of the used grid size of 12,456 cells in the xy-plane and
20 cells in z-direction (compare Section 3.5). Generally the experi-
mentally measured flow pattern in a FCPC® was predicted very well
by the CFD model.

 0.5 mm,  1.0 mm and 1.5 mm;  arrow size indicates velocity in xy-plane, absolute
ane and 20 cells in z-direction is used.
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ig. 7. Comparison of simulated (left of each field) and experimental (right of eac
CPC® rotor) with 12,456 cells in xy-plane and 20 cells in z-direction is used; mobile
n  hydrodynamic equilibrium after the procedure given in [6].

The different stationary phase retention of simulations and
xperiments in Fig. 7 is the result of different periods of mobile
hase flowing into the chamber. With respect to the computing
ime the simulations were performed for 0.3 s whereas the exper-
mental images were taken in the hydrodynamic equilibrium after
–10 min  pumping of mobile phase (see Section 2 or [6]). Therefore
he stationary phase retention of the simulation is always higher
han the retention in the experiments. Additionally no coalescence
henomena are implemented in the model.

For comparison of simulations and experiments during the fill-
ng process of the chambers we took the inflow videos with the

IV-rotor (see Section 2.2). The image sequences in Fig. 8 show
he unsteady filling process of the experimental inflow videos. The
ow pattern is more disperse in the beginning and the sheet is less
eflected. A small amount of stationary phase from the previous

ig. 8. Image sequences with mobile phase thicknesses of experimental inflow videos (fi
) flow patterns for different rotational speeds and volume flows; grid A (regular
e thicknesses are averaged phase fraction z-direction; experimental flow pattern is

chamber or duct entered the visualized chamber simultaneously
with the mobile phase. Thus it took longer to reach a steady state
in the experiments. Additionally the stationary phase in the cham-
ber did not move in the beginning. Pumping in the mobile phase
caused the stationary phase to accelerate due to the drag at the
interfacial area. After a short period of time a circular flow of the
stationary phase established in the chamber. It lowers the relative
velocity between the phases, reduces the drag force on the mobile
phase and decreases the sheet break-up after a certain time.

For the lower rotational speed and the smaller volume flow
the sheet of mobile phase became steady and did not change

the direction any more. The image sequences of 1000 rev/min –
15 ml/min and 1400 rev/min also show that the sheet of mobile
phase does not change the direction and the sheet break-up occurs
at the same position. For 1400 rev/min – 15 ml/min the sheet was

lling process) for different times, rotational speeds and volume flows (PIV-rotor).
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ig. 9. 3D-plots of mobile phase flow (iso-surfaces with indicator function value ˛
nd  different times of the simulation (25, 50, 75, 100, 125, 150 and 300 ms)  in the E

ot deflected at all in the beginning. Additionally the sheet keeps
hanging its direction and break-up occurs at various positions
nd sheet lengths.

The filling process of simulations and experiments was slightly
ifferent. In the simulations the mobile phase fraction at the inlet
as set to 1 via boundary condition. Thus the flow became steady

arlier and the interfacial area IA was nearly constant after 0.3 s
see Section 3.5). In Fig. 9 the 3D simulation results for different
perating parameters are shown for the regular FCPC® chamber
grid A). In the beginning the sheet deflection due to the Corio-
is force is very small. The flow is almost parallel to the walls of
he inclined chamber. For longer simulation time the deflection
ncreases and the mobile phase sheet hits the chamber wall. This
owers the dispersion and will be counterproductive by means of
eparation efficiency and the flow pattern becomes more stable.

The effect of the circular flow can also be seen in the simu-
ations. At the chamber entrance the momentum of the circular
ow of stationary phase, perpendicular to the flow direction of the
obile phase, is transferred into the mobile phase. Additionally

he lower relative velocity between mobile and stationary phase
ecreases the formation of waves on the surface and oscillations
f the sheet. Therefore the sheet break-up is lowered after a short
eriod of simulation time. The sheet deflection of the simulations

ncreases for higher volume flows and rotational speeds due to the
igher momentum of the circular flow. This behavior was already
bserved in the experiments.

The main differences between experiments and simulations
esulted from the grid cell size because it was chosen relatively
arge for applying the VOF method. Especially for higher rotational
peeds and greater dispersion the resolution of smaller droplets
as not possible using the grid cell size mentioned above. For a

orrect treatment of a droplet at least the value of the indicator
unction (phase fraction in a cell) in the center grid cell should reach
he value of one. This was not the case for all droplets in the sim-
lation. But this effect had little impact on the main flow pattern.

nother reason for differences between simulated and experimen-

al flow pattern are the unevenness and macroscopic geometry
ifferences of the chamber geometry. Especially the chamber walls
f the FCPC® rotor plate had a relatively rough surface.
 for volume flows of 9 and 21 ml/min, rotational speeds of 1000 and 1400 rev/min
at system; grid A with 12,456 cells in xy-plane and 20 cells in z-direction is used.

4.3. Interfacial area

The interfacial area for mass transfer IA (see Eq. (9)) is affected
by operating parameters and phase properties. The values of the IA
should be seen on a qualitative scale because the grid size was not
sufficient for a resolution of the smallest droplets. Although the IA
is probably slightly overestimated we  showed that increasing the
grid size had no significant effect on the calculated IA (see Section
3.5). The IA is used for the comparison of different chamber depths
and physical properties.

The parameters investigated were the chamber depth, inter-
facial tension, viscosity ratio and density difference. For the
comparison of different chamber depths the specific interfacial
area ia was calculated by dividing the interfacial IA through the
chamber volume which is 0.129 ml  for a chamber depth of 2.5 mm.
The results for ia for four different chamber depths are shown in
Fig. 10.  The results indicate that a greater chamber depth enhanced
the specific interfacial area and thus mass transfer and separation
efficiency. The trend of the ia corresponds also with the visual
observations of the simulated flow pattern. For greater chamber
depths the flow was much more dispersed. The increased disper-
sion resulted from hydraulic diameter of the chamber or higher
volume to wall area respectively. Especially the velocities in the
chambers in z-direction were increased. This behavior allows an
easy scale of CPC devices as already suggested in a patent of Fou-
cault et al. [17].

For estimation of the influence of physical properties on the
interfacial area IA six artificial solvent systems, based on the
EtAcWat system, were created (see Table 3). The density and
dynamic viscosity of the upper phase were set constant whereas
interfacial tension, density and viscosity of the lower phase were
varied. Additionally the ratio of interfacial tension and density
difference is included in the table. This parameter was proven
useful by Foucault et al. [18] and our own studies [6] to esti-
mate the stability or the stationary phase retention respectively

of a solvent system. The simulations were carried out in grid A
(2.5 mm chamber depth), a rotational speed of 1400 rev/min, a
volume flow of 15 ml/min and in descending mode (lower phase
mobile).
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Fig. 10. Influence of chamber depth on specific interfacial area for EtAcWat system (volume flow is 20 ml/min per 2.5 mm chamber depth, rotational speed is 1400 rev/min):
s  15, 30, 60 and 120 and 16,099 cells in xy-plane (left), trend of specific interfacial area for
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Fig. 12. Trend of interfacial area for different density differences, grid A with 16,099
cells in xy-plane and 30 cells in z-direction is used.
imulated chamber depths 1.25, 2.5, 5 and 10 mm with cell counts in z-direction of
hambers with different depths of 1.25, 2.5, 5 and 10 mm.

The interfacial tension had the strongest influence on the inter-
acial area IA. Decreasing the interfacial tension (Artificial 1) nearly
oubled the interfacial area calculated (see Fig. 11). The flow pat-
ern is more disperse and smaller droplets are formed which
auses the enhancement of IA. But the parameter �/�� is very
mall for the Artificial 1 system and a solvent system with simi-
ar properties is expected to have lower retention of the stationary
hase.

Increasing the density difference had the same effect like
ecreasing the interfacial tension (see Fig. 12). The flow was
ore disperse due to the higher velocities and the interfacial area

ncreased. The Coriolis force has a stronger effect on the mobile
hase if the density difference is low. Therefore sheet deflection
as higher for the lower density difference system (Artificial 3)

nd the sheet hits the chamber wall earlier.
The viscosity ratio had a comparably small effect on the inter-

acial area (see Fig. 13). Although the viscosity in the Artificial 6
ystem was nearly five times higher than in the original one the
nterfacial area increased only 10–20%. Nevertheless, the higher
iscosity of the mobile phase lowers the dispersion and the sheet of
obile phase is more stable. Solvent systems with a high viscosity
atio can be operated at higher volume flows compared to systems
ith equal viscosities.

ig. 11. Trend of interfacial area for different interfacial tensions; grid A with 16,099
ells in xy-plane and 30 cells in z-direction used.
Fig. 13. Trend of interfacial area for different lower phase viscosities, grid A with
16,099 cells in xy-plane and 30 cells in z-direction is used.

5. Conclusions

In this study a three-dimensional CFD model was  presented
that allows the calculation of the flow pattern in a CPC chamber.
The model is based on the VOF method and allows calculating the
interfacial area. For the calculation operating parameters and phys-
ical properties (densities, interfacial tension, viscosities) are only

needed. No empirical correlations are used in the model presented.
This allows using the model for a priori calculation of the flow
pattern for given operating parameters and phase systems.
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The model was validated by comparison with experimentally
isualized flow patterns and by a qualitative PIV analysis. The sim-
lation results showed similar flow pattern with a comparable
egree of dispersion, which is an important parameter for mass
ransfer between the phases. Also the deflection of the mobile
hase due to the Coriolis force was well predicted. The already
ssumed circular flow of the stationary phase [6] was  proven with
he PIV analysis. The circular flow was identified as the reason
or the stronger deflection of the mobile phase than expected
rom the Coriolis force alone. In contrast to the experiments three
imensional flow patterns were accessible using the CFD model.

ncreasing the volume flow enhances the dispersion and leads to
nsteady flow pattern that has different velocity profiles in the
-direction of the chamber.

The influence of different parameters on the interfacial area
or mass transfer was analysed. We  found a positive influence of
ncreasing chamber depth which allows higher velocities in the z-
irection. Therefore scale-up is simple if compared to other unit
perations like high performance liquid chromatography (HPLC).
he qualitative influence of physical properties on the interfacial
rea was also presented. The interfacial tension and the density
ifference were proven as the most important properties because
hey strongly influence the dispersion.

The model gives multiple options for the future. The model sup-
orts the choice of reasonable volume flows and rotational speeds
or given phase systems. Additionally it provides the possibility to
imulate flow pattern in different geometries of CPC chambers and
ifferent operating modes.

omenclature

� centrifugal acceleration, m/s2

diameter, m
 frequency, 1/s
sf volumetric interfacial force, N/m3

a specific interfacial area, m2/m3

A interfacial area, m2

 pressure, Pa
distance to rotation axis, m

 time, s
velocity, m/s

 specific direction

reek letters
 indicator function (phase fraction)

dynamic viscosity, m2/s
 mass-specific force, m/s2

curvature of interfacial area, 1/m

 density, kg/m3

 interfacial tension, kg/s2

 angular velocity, 1/s
[
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Subscripts
1  here: lower mobile phase
2 here: upper stationary phase
ce centrifugal
Co Coriolis
gc grid cell
gr gravitational
i control variable
in inlet
lp lower phase
out outlet
p particle
rel relative
s stationary phase
sf surface
up upper phase
x, y, z coordinates
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